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ABSTRACT: In this paper, we have proposed pseudo Winger-Ville distribution(PWVD) to classify the ECG 
arrhythmias and compared the result with Wigner-Ville distribution(WVD) and short time Fourier transform(STFT). A 
three-layer  Artificial neural network using conjugate gradient optimization techniques is used for classification. MIT-
BIH arrhythmia database is used to classify six different arrhythmias. These are Normal(N) beat, Left Bundle Branch 
Block(L) beat, Right Bundle Branch Block(R)beat, Premature Ventricular Contraction(V) beat, Paced (PA) beat and 
Fusion of Paced and Normal(f) beat. The performance of the classifiers for different   techniques is compared. Pseudo 
Wigner-Ville distribution performs better than the other two with maximum sensitivity, specificity, precision, and 
accuracy at 100% and minimum accuracy of 99.80%. 
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I. INTRODUCTION 

Electrocardiogram (ECG) is a very common noninvasive method to detect the health of the heart. Due to the 
infrequent appearance of some of the arrhythmias  (which may lead to heart failure), it becomes necessary to capture 
them through monitoring the ECG waveform for a longer duration. Long-duration ECG has become an important 
diagnostic method for clinicians. As the manual examination of long-duration ECG is time-consuming and unreliable, 
development of a computer-aided diagnostic system with efficient classification algorithm is necessary. In the past 
several researchers have proposed different methods for classification of arrhythmias. 

The performance of the classifier mostly depend the features of the class as it contains the information about 
that class. Some authors used morphological features [2],[4],[8],[9] whereas temporal features [3,5], frequency-based 
features [1,6], statistical features[7] are used by others. Similarly, different methods such as backpropagation neural 
network [1-2], [8-10], support vector machine (SVM) [1], probabilistic neural network (PNN) [1] [4] are used by 
various authors. 

Time-frequency analysis is one of the most important areas of signal processing. The Fourier analysis 
decomposes the signal into individual frequency components and relative intensity of each component, but silent on the 
timing of occurrence of the frequencies. Hence time-frequency analysis of the signal is necessary. The simplest time-
frequency method is short-time Fourier transform (STFT) also known as the spectrogram, in which Fourier transform is 
calculated to the pre-windowing signal x (u) around a particular time t and doing that for each time instant t. STFT 
though very easy, to implement, fails to provide high time and frequency resolution simultaneously. Long duration 
window gives a better frequency resolution but less time resolution, whereas shorter window gives a better time 
resolution only. When the spectral content of the signal changes rapidly, finding an appropriate short-duration window 
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is difficult as there may not be any time interval for which the signal can be almost stationary. Due to this time-
frequency problem, STFT is suitable for analysis of slow temporal varying signals but not rapidly varying one.  

The classical work, of Gabor [17], Ville and Page [18] on time-varying spectra is not based on improving the 
spectrogram, but to develop a joint time and distribution function to describe the energy density of the signal 
simultaneously in time and frequency[10-14]. The ideal time-frequency distribution can tell[14] : 

1. The fraction of energy in a certain frequency and time range. 
2. The distribution of frequency at a particular time. 
3. The local and global moments(such as the mean frequency and its local speed) of the distribution. 
4.  To construct a signal of desirable properties. 

As no ideal time-frequency distribution exist, different distributions are used in different situations. Time-frequency 
distribution function can be used in almost every field where there are nonstationary signals.   

In this work, the time-frequency (T-F) transformation [11-14] is used for feature selection because of the 
nonlinear and nonstationary nature of ECG signals. Wigner-Ville T-F distribution(WVD) was of interest to many 
researchers in the past, due to its good properties such as marginal property, time and frequency shift invariant property 
and sharp resolution. But the main drawback of the Wigner-Ville is the presence of the cross-terms (also known as 
interference terms). The interference can be reduced by windowing operation of WVD. This windowing of WVD is 
known as pseudo-Wigner-Ville distribution(PWVD). Different distribution functions are used to get the feature of 
different class and applied to the neural network for classification. 

 
The rest of the paper is arranged as follows: 

Section 2 describes the Wigner-Ville distribution its properties, interference in WVD, pseudo Wigner-Ville distribution 
(PCWD)    and short-time Fourier transform (STFT). In section 3 the results of the above two methods are analyzed. 
The last section is the concluding part.   

II. METHODS 

Classification of ECG signals is a pattern recognition problem consists of two steps: time-frequency transformation 
of the signal and then classification using a neural network. 

 
A) Short-term Fourier Transform 

 
The short-time Fourier transform (STFT) [11]of a signal x(t) is defined as  

X(t, f) = x(u)h∗(u− t)e du																																																																																																									(1) 

 
Where the window function h(t), centered at time t, is multiplied with the signal x(t) before the Fourier transform. 

A fixed positive even window h	(t), of a certain shape, centered around zero, having power ∫ |h(t)| dt = 1 is used. 
The spectrogram is  

     S (t, f) = 	 |X(t, f)| 																																																																																																																																(2). 

B) Winger-Ville Distribution(WVD) 

The short - time Fourier transform is explicitly dependant on some short-time window h (t), thus limiting the 
evaluation of the Fourier transform to some specified neighborhood of the current time t. Because of the short-duration 
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of the window h (t), the time resolution is better, whereas the frequency resolution is poor. Instead of  fixed arbitrary h 
(t), Wigner tried to make it depend adaptively on the signal itself as: 

W (t, f) = x t +
τ
2 x∗ t−

τ
2 e dτ																																																																															(3) 

This is known as Winger-Ville distribution (WVD). An alternate expression of WVD is 

W (t, f) = X f +
ξ
2 X∗ f−

ξ
2 e dξ																																																																																(4) 

Where x(t) is the analytic signal. A signal x(t) analytic if 

X(f) = 0							for	f < 0			,					where			X(f) = ℱ{x(t)}																																																																	(5) 

The above equation shows that the spectrum of the analytic signal is identical to the spectrum of real signal if the 
frequency is positive otherwise zero. The difference between Winger-Ville and Winger distribution is that in WVD the 
signal is analytic. The advantage of WVD in comparison to WD is that : 

1. WD exhibits interference between negative and positive frequency components of the signal, whereas in 
WVD no such interference due to the absence of negative frequencies. 

2. The instantaneous frequency of the signal x(t) can be recovered from WVD as its 1st order moment in 
frequency. 

3. The practical algorithm for computation of the WD relay on oversampling of the original waveform to avoid 
aliasing in the frequency domain, whereas no such oversampling is required in case of WVD. 
 

Properties of WVD 
 

1. Energy Conservation: 

E = W (t, f)dtdf																																																																																																																					(6) 

Where E  is the energy of the signal x(t). 
2. Marginality: 

 

W (t, f) dt = |X(f)|

W (t, f) df = |x(t)|
⎭
⎪
⎬

⎪
⎫

																																																																																																												(7) 

Marginality shows that by integrating T-F energy density along one variable, the energy density corresponding 
to other variable is obtained. 
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3. Real-valued: 
  W (t, f) ∈ ℛ,							∀			t, f																																																																																																																	(8) 

4. Translation Covariance: 
y(t) = x(t− t ) ⟹	W (t, f) = W (t− t , f)
y(t) = x(t)e ⟹ W (t, f) = W (t, f − f ) 																																																																	(9) 

5. Dilation Covariance: 

y(t) = √kx(kt); 			k > 0 ⟹ W (t, f) = W kt,
f
k 																																																						(10) 

6. Compatibility with Filtering: 
If h(t) is the impulse response of the LTI(linear time invariant) filter and x(t) the input to the filter then WVD 
of the output y(t) of the filter is the time convolution between the WVD of h(t) and the WVD of x(t). 

y(t) = h(t − s)x(s)ds ⟹W (t, f) = W (t− s, f) W (s, f)ds																							(11) 

7. Compatibility with Modulations: 
 
This is the duality of property (6). 

y(t) = m(t)x(t) 		⟹		W (t, f) = W (t, f − ξ) W (t, ξ)dξ																																			(12) 

8. Wide-sense Support Conservation: 
x(t) = 0,			|t| > 푇		 ⟹		W (t, f) = 0,				|t| > 푇	
X(f) = 0,			|f| > 퐵		 ⟹		W (t, f) = 0,				|f| > 퐵 																																																					(13) 

9. Instantaneous Frequency: 
The instantaneous frequency of the signal x(t) can be recovered from the WVD as its first order moment in 
frequency. 

푓 (푡) =
∫ 푓푊 (푡,푓)푑푓
∫ 푊 (푡,푓)푑푓

																																																																																												(14) 

10. Group Delay: 
This is the duality of the property (9). Group delay of x(t) can be obtained as the first order moment in time of 
its WVD. 

푡 (푓) =
∫ 푡푊 (푡, 푓)푑푡
∫ 푊 (푡,푓)푑푡

																																																																																												(15) 

C)  Psedo-Winger-Ville Distribution(PWVD) 
Consider a signal  z(t) = x(t) + y(t). The WVD is  
 

W (t, f) = W (t, f) + W (t, f) + 2ℛW , (t, f)                                                  (16) 
Where W (t, f), and W (t, f) is called auto-terms. W , (t, f) is the cross-term, which is always located in the midway 
between the auto-terms. The cross-terms oscillate proportionally to the distance between the auto-terms, and the 
direction of oscillation is orthogonal to the line connecting the auto-terms. However, due to this cross-terms, the good 
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properties of WVD, such as marginality, instantaneous frequency, and group delay are satisfied. In other words, the 
absence of cross-terms does not satisfy the above-mentioned properties. Hence there must be a trade-off between cross-
terms and good properties.  
 
 Pseudo-WVD (PWVD) makes the trade-off between cross-terms and good properties by windowing WVD. 
PWVD of x(t) is defined as  

PW (t, f) = h(τ)x t +
τ
2 x∗ t−

τ
2 e dτ																																																				(17) 

Where h(t) is the window function. This windowing operation is equivalent to frequency smoothing of WVD. 
 

PW (t, f) = H(f − ξ) W (t, ξ)dξ																																																																															(18) 

 
Where H(f) is the Fourier transform of h(t). This windowing operation, though attenuated the interference term of 
WVD, the frequency width of the auto-terms is increased as shown in the Fig.1. This is in addition to losing some 
important properties as described before.   

 
 
Figure 1.(a) Signal in time consists of four Gaussian windowed sinusoidal components located at time t=50 and 200, 
frequencies at 0.07 and 0.37. a1,a2,a3 and a4 are the auto-terms( WVD of the four signal components)and c1,c2,c3,c4 
and c5 are the four cross-terms (interference due to WVD). Left side curve is the spectral density. 
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Figure 1. (b) Cross-terms c3, c4 and c5 due to WVD in Fig.1(a)  are attenuated by the frequency smoothing operation 
of pseudo Winger-Ville distribution. 

 
D) Preprocessing and Feature Extraction 

  ECG signal taken from the MIT-BIH arrhythmia database[15] is passed through a band-pass filter to remove different 
artifacts such as baseline wander, muscles noise and interference noise of 60Hz. The filtered signal is segmented into different beats 
after detecting the R-peak [10]. From each segment, sixteen samples around the        R-peak (seven before and eight after the R-
peak) are considered for   T-F transformation (PWVD, WVD, and STFT ). The PWVD for six different classes of ECG beats are 
shown in Fig 3-Fig.8. 1-D Wall slice from the different T-F distribution for six different class of arrhythmia beats is taken as the set 
of features. Fig 9-11 shows the graphs of the respective 1-D slice curve. These figures clearly show that the feature value for each 
class are largely separated from the others for different T-F  distribution. 
 

E)  Backpropagation Neural Network 

    A three layer feed-forward backpropagation neural network with conjugate gradient descent algorithm[16] for error function 
optimization is used in this work. The hidden layer is fixed to 35 neurons[9] and output layer to 06. The sigmoidal activation 
function of the fixed parameter is taken. All the weights and biases are initialized to small random values. After initialization, the 
input vectors and corresponding desired responses are presented to the network for training. The block diagram of feature extraction 
and classification is shown in Fig.2 
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Figure 3.  PWVD of N Beat 

 

Figure 5. PWVD of R Beat 

 

Figure 4.  PWVD of L Beat 
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Figure 6.   PWVD of V Beat 

 

Figure 7.   PWVD of  PA  Beat 

 

Figure 8.  PWVD of f Beat 
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Figure  9. 1D slice of  PWVD for different class of arrhythmia beats 

 

Figure  10. 1D slice of  WVD for different class of arrhythmia beats 
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Figure  11. 1D slice of  STFT for different class of arrhythmia beats 

III. RESULTS AND DISCUSSION 

A three-layer neural network is used for classification in this work. Total 1500 beats from six different classes 
(1074 beats from N class,132 beats from L class, 111 beats from R class, 66 beats from V class,99 beats from PA class 
and 18 beats from f class)  are classified using PWVD, WVD, and STFT based features. T-F distribution is computed 
for each beat using MATLAB R2010a using time-frequency toolbox. Each feature vector consists of 16 features which 
are the input to the neural network for training. The training data contains 90 different patterns taking 15 from each 
class for balanced training.  After training the test data of high class imbalance ratio are used to evaluate the 
performance of the system.  

The performance of the system is evaluated from the assessment matrix. The terms used in evaluating the 
system are defined as  

     TP: true positive,         TN: true negative  

      FP: false positive,  FN: false negative 

  Pc = TP + FN  & Nc = FP + TN 

sensitivity =
TP

TP + FN																																																																																																																						(19)		 

speci icity =
TN

TN + FP																																																																																																																								
(20)	 

accuracy =
TP + TN
P + N 																																																																																																																												(21) 
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Precision is the percentage of positive predictions done correctly. 

Precision = 	
TP

TP + FP 																																																																																																																							(22) 

 

Table I 

Confusion and Assessment matrices of Pseudo-Winger-Ville T-F Distribution based Neural Network (PWVDNN), 
Winger-Ville T-F Distribution based Neural Network (WVDNN) and Short Time Frequency Transform based Neural 

Network (STFTNN) 

 PWVDNN 
N L R V PA f Sensitivity Specificity Precision Accuracy 

N 1074 0 0 0 0 0 1.0000 1.0000 1.0000 1.0000 
L 0 132 0 0 0 0 1.0000 1.0000 1.0000 1.0000 
R 0 0 111 0 0 0 1.0000 0.9993 0.9911 0.9993 
V 0 0 1 65 0 0 0.9848 1.0000 1 .0000 0.9993 

PA 0 0 0 0 99 0 1.0000 0.9979 0.9706 0.9980 
f 0 0 0 0 3 15 0.8333 1.0000 1.0000 0.9980 
 WVDNN 

N 1067 2 0 5 0 0 0.9935 1.0000 1.0000 0.9953 
L 0 132 0 0 0 0 1.0000 0.9985 0.9851 0.99987 
R 0 0 111 0 0 0 1.0000 1.0000 1.0000 1.0000 
V 0 0 0 66 0 0 1.0000 0.9965 0.9296 0.9967 

PA 0 0 0 0 90 9 0.9091 0.9964 0.9474 0.9907 
f 0 0 0 0 5 13 0.7222 0.9939 0.5909 0.9907 
 STFTNN 

N 1047 27 0 0 0 0 0.9749 1.0000 1.0000 0.9820 
L 0 132 0 0 0 0 1.0000 0.9803 0.8302 0.9820 
R 0 0 110 0 1 0 0.9910 0.9978 0.9735 0.9973 
V 0 0 2 61 3 0 0.9242 0.9993 0.9839 0.9960 

PA 0 0 1 0 92 6 0.9293 0.9964 0.9485 0.9920 
f 0 0 0 1 1 16 0.8889 0.9960 0.7273 0.9947 

 

Table 1 shows the Confusion and Assessment matrices for the whole dataset using pseudo Winger-Ville T-F 
Distribution based Neural Network (PWVDNN), Winger-Ville T-F Distribution based Neural Network (WVDNN) and 
Short Time Frequency Transform based Neural Network (STFTNN) where the main diagonal is the true positive value 
which is 100%, for four different classes in case of PWVDNN classifier, for three different classes in case of WVDNN 
and only one class in case STFTNN.  The  PWDNN classifier shows that sensitivity for N,L,R, & PA class, specificity 
& precision for N,L,V, & f and accuracy for N and L class is 100%, whereas sensitivity for L, R, & V class, specificity 
and precision for N & R class, and accuracy for R class is 100% in case of WVDNN. In case of STFTNN 100% 
sensitivity, specificity and precision are achieved for L, R,& R class respectively. From the assessment metrics, it is 
observed that the performance of WVDNN is better than STFTNN.This may be due to the time-frequency resolution 
problem of STFT which has been taken care in WVD. PWVDNN shows better performance in comparison to the other 
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two techniques. This may be due to attenuation of interference, appear in WVD, using a frequency smoothing operation 
in PWVD. Again the number of features used only sixteen. The lowest accuracy in case of PWVDNN is 99.80%, 
whereas in case of STFTNN it is 98.20%. The maximum number of beats misclassified from any class is twenty-seven 
from  N class in case of  STFTNN, whereas this number is five and three in case of WVDNN and PWVDNN 
respectively. 

IV. CONCLUSION 

 In this work PWVD, WVD and STFT are used to extract the features of different arrhythmia beats and then 
used for classification. These three T-F distributions are discussed along with their merits and demerits. As   Though 
number features used in this classification are only sixteen, the performance of the classifiers is encouraging.  Among 
all these methods clearly, PWVDNN perform better than other two. The highest accuracy is 100%, and lowest is 
99.80%. The neural network used is optimized for ECG arrhythmia classification, and the conjugate gradient algorithm 
is used for error surface optimization instead of traditional steepest descent one. The other T-F distribution functions 
may be used for feature extraction in classification problems as the ECG signal is nonstationary.  
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